Benchmarking Provably Safe Reinforcement Learning Approaches

Background

Machine learning approaches emerged in recent year as computational resources and enough data is now available to produce good results with these techniques. But data-driven approaches like reinforcement learning are based on random exploration which can lead to unsafe and non-verifiable behaviors. This is problematic for real world tasks where unsafe behavior can lead to material damage or even human injuries. To overcome this challenge concepts are developed to adapt reinforcement learning in order to achieve safe reinforcement learning where the exploration and optimization is not entirely random anymore.

Environment

Safety Layer

Agent

Safe reinforcement learning with safety layer.

However, the different safe reinforcement learning approaches are usually tested on different tasks and with different algorithms which makes it hard to compare their computation efficiency and transferability. Therefore, existing implementations have to be improved in a transferable way and tested on the same task to identify the benefits and challenges of the different approaches in detail.

Description

The goal of this thesis is to implement provably safe reinforcement learning approaches in order to benchmark them on the same learning algorithm and task. In particular, provably safe reinforcement learning implementations in the literature, mainly masking [1, 2], shielding [3] and using control barrier functions [1], have to be reviewed and adapted to make them transferable between reinforcement learning algorithms. Further, a common safety metric for the inverted pendulum task\(^1\) has to be identified. The provably safe reinforcement learning implementation will be compared at the inverted pendulum task with a discrete action space. Optionally, the masking concept could be extended to continuous action spaces and thus a comparison for continuous actions spaces can be performed as well.

Tasks

- Perform a literature review on provably safe reinforcement learning approaches
- Familiarize the existing safe reinforcement learning implementation of the literature
- Improve and adapt the approaches in order to benchmark different reinforcement algorithms [5]
- Train and test the approaches on the inverted pendulum task
- Optional: Extend the masking concept to continuous action spaces
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\(^1\)https://gym.openai.com/envs/Pendulum-v0/

